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Cloud Internet 
Services

Our team’s API delivered 
security, reliability, and 
high performance services 
from Cloudflare to IBM’s 
clients using IBM cloud.
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What problem were we solving?

● We use Kubernetes and Armada to deploy our service. 
● We needed to deliver our services at scale, and our API needed to be able to 

handle hundreds of requests per second. 
● Our old solution was slow, so we had to improve the performance of our team’s 

service. 
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So what did we do?

● The biggest bottleneck in any internet service will always 
be communication between servers. 

● We designed and developed a Python module for making 
HTTP requests with libcurl instead of the most commonly 
used open source Requests library or the built in Python 
standard library. 

So how much faster is our version?
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154%



IBM Cloud IBM ConfidentialDo not distribute or share to 
customers

So why is ours faster?
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TCP connection reuse

● When you go to any new website or server, a new TCP connection and is 
opened between your computer and that server, which requires a new TLS 
handshake to be performed. 

● Opening this connection can take a couple seconds, easily longer than the 
entire data transfer.
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Tracking closed TCP connections

● Our original request solution also didn’t track closed TCP connections. 
● Every so often the OS closes a TCP connection, and if we keep trying to make requests using it, we will just fail. 
● We managed to fix this by using curl to make requests.
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PyCurl vs Requests

● Instead of relying on Python standard libraries, we made HTTP requests using 
libcurl, which is written in C, which is way faster than Python.
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Old version
No connection reuse, no TCP connection tracking, and 
using Requests library.

New version
Connection reuse, TCP connection tracking, and using 
libcurl.
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Like data?
● Our slowest request were 

no faster than the old 
slowest requests. We rely 
on a lot of external APIs, 
so this slowdown could be 
caused by any number of 
issues.

● Our median request time 
is more than twice as fast 
as the old median, but we 
didn’t see twice the 
improvement due to the 
slowest requests still 
being very slow. 

Old baseline

Our version

Median Baseline

New Median
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Contact

Varun Rao
varunsatishrao@gmail.com
https://github.com/varunsrao

Disaiah Bennett
lavontae.bennett@gmail.com

And thanks to our mentor, Andrei Ta!

https://github.com/varunsrao

